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Abstract- Scheduling in a job-shop system is a challengiek,t however it costly and time consuming.
Successful implementation of automated manufagusgstem highly depends on effective utilization of
resource. Efficient scheduling algorithm for alesenprocess plan may increase the throughpututiization of
machine and guarantee a reasonable return of meest In this paper, the objective is to preparalégrnate
model with minimum makespan value by using gergtiorithm. For this makespan value to solve théousr
job sequencing problem, utilization of machine,taafsmachine for a production shop that is charéxte by
alternate routing and flexible machines also inges¢s an optimization for scheduling job in a jussttime
environment. All jobs can be processed throughrrate routing to be processed in a specified oufer
operation. Each operation has to be processed @wofoa set of resources (e.g. machine) with pogsitfterent
efficiency and hence processing time. The objedsvi® minimize the make span of the job, mean ftome,
utilization of machine, Average utilization of maoé.
Index Terms- Job shop; Production scheduling; Genetic algorithms.

scheduling sub problem, which consists of sequence
1. INTRODUCTION the assign operation on all the machine in order to

obtain the objective function. This proper

Job  shop scheduling problem is a typicalgpresentation plays a key role in the developrogat
combinatorial optimization problem, in job Shc’pgenetic algorithm.

scheduling problem each and every job is not
processed through all machines in the same sequence
as in flow shop scheduling problem. Here differeng' BACKGROUND
jobs have different sequence of operations and jobgihelm and Shin [1] they study to investigate the
may or may not pass through every machine and eaefiectiveness of alternate operation in flexible
machine has different sequence of jobs. manufacturing  system (FMS), In  addition
The production scheduling and alternate prcesomputational experiment are performed to reduee th
planning is an important decision making n operatioflow time while increasing machine utilization. Hak
level. Many of the scheduling problem arises, thatt al. [2] considered alternate machine tool rautio
very hard to solve due to complex nature of problenimprove productivity, and alternative machine resul
In this paper interested in the scheduling probtem in reducing lead time thus overall improvement in
the environment, where several alternatives machimaachine utilization. Nasr and Elsayed [3] emplesiz
and job consists a chain of operations to be pestks on machine assignment and task scheduling and
this is known to job shop problem (JSP). This peabl simultaneously machine utilization and expeditihg t
is well known to machine scheduling problem. Ifflow of work piece. Liang and Dutta [4] purposed a
contains set of machine and set of job, considtefse mixed integer programming formulation for
operation that can be processed in more than os@nultaneously process planning and machine loading
machine with different processing time and costsThalso formulate optimal process plan for each padt a
is called alternative routing. This alternative @i®n each machine by keeping cost in mind. Hutchison at
could be used when if one machine tool is templyrarial. [5] gives an optimal solution procedure to
overloaded while another is idle. Each machine imvestigate the effect of routing flexibility onfoshop
capable of performing more than one type oFMS. Dauzere and Paulli [6] introduced two local
operation. For a given operation there must be orsearch heuristics to solve job shop problem with
machine is capable of performing it. This problefn oalternate routing in order to minimize makesparetim
scheduling is decomposing in to two sub problene ThKim and Egbelu [7] developed a mixed integer
routing sub problem, which assigning each operatigorogramming model for scheduling a set of jobs
to a machine out of alternative set of machine anthrough a shop when each job is supplied or pravide
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with multiple process plan or process routing. Gdod scheduling and process planning function concusrent
et al. [8] gives alternate routes by dividing tloeites and proved a benefit of flexible process planning a
into sub processes, each process similar sequdnceintegration, also they compared random search,
operation by use of genetic algorithm (GA) togenetic search and hybrid search technique with
minimize makespan. Hussain and Joshi [9] proposexdinary solutions. Mehrabad and Fattahi [23]
two way pass for job shop scheduling problem (JSSByesented a tabu search algorithm that solves the
by use of GA. The first pass picks the alternatising flexible job shop scheduling to minimize the
GA, and second pass provide the order and staet titmakespan time. Zhang et al. [24] introduced a laybri
of job on the selected alternative by solving a-norof ant colony and particle swarm optimization téveo
linear program. Jawahar et al. [10] gives a seardlexible JSSP. Pezzella et al. [25] integrate défe
heuristic for scheduling FMS with alternate routingstrategies for generating the initial population,
The heuristic first select randomly a route for leacselecting new individual for reproduction and
operation and then a genetic based algorithmsyesol reproducing new individuals. Xing et al. [26]
a priority dispatching rule for each machine tmohes introduced a knowledge based heuristic algorithm,
the conflicts that arise in the schedule generatiocombined with empirical knowledge for multi-
procedure. Kim and Egbelu [11] introduced two locabbjective flexible JSSP. Xing et al. [27] also @eted
search heuristics to solve job shop problem with simulation model to solve a multi-objective flee
alternate routing in order to minimize makesparetim JSSP. Kim and Egbelu [28] proposed a mathematical
Chen et al. [12] used GA with new chromosomepproach to solve modelled problems. They gives two
representation to solve flexible job shop problemslgorithms, one of the pre-processing algorithmglgi
Beck and Fox [13] addressed a constraint-directdtie optimal solution and the second iterative
scheduling technique to deal with the case whege tlalgorithms, is also effective in finding good sadat
scheduling problem includes alternative activitiesChaudhry [29] presented a domain independent GA in
Thomalla [14] introduced Lagrangian relaxation forspread sheet environment approach for the JSSP with
job shop scheduling problem with alternate route talternative machine.

minimize the sum of the weighted quadratic tardines

shop scheduling problem. They used priority rulehsu

as short processing time for genetic search tosdevi!n réal time manufacturing system many challendes o
hybrid genetic algorithms. Choi and Choi [16]the demand of high variety and low volume prodact i
considered alternative routes and sequence depend&gre- Therefore, it is a needed to schedule aegsoc
setup together to minimize makespan. They develop@fn such that to achieve the objectives. The sdsed

a mathematical programming model and local sear@f iob must improve the flexibility that handlessée
algorithms using dispatching rules. Kacem et ar] [1 IMPpact on the system.

used job sequencing list coding scheme and devutlop-éhe problem is to schedule the job with alternatge

an approach by localization to find promising imiii of processes in which each job takes alternate mach
assignment. Kim et al. [18] proposed symbiotic'md processing time. It is very difficult to schedthe

evolutionary algorithms for job shop FMS integrated®® among these machines because the system
with process planning. They considered twaPerformance is based on the deviation of completion

chromosomes of different lengths, one is involved itime. These schedules have the different mean flow,

operation sequence for completion of a job androth&lilization of machine, average utilization of magh

is responsible for machine assignment. Kim et 8] [1 SO a_u:cordmg to that_Wh'Ch one Is Su'te(_j to the
purposed an asymmetric multi-leveled symbioti¢€guirement. The requirement may be the time, cost,
evolutionary algorithm, and applied it to a integth machine utilization etc. Assumption that has tried
problem of process planning and scheduling in FMdNeet certain objective is: _ _
Zhang and Zen [20] gives multistage based GA to _I\/Iachlne_s are avaHab_Ie all the time. (No machine
solve job shop flexible manufacturing system. i]n(fﬁrsrl;?;loar:/;)irl;lﬁ(\;vr;ttltrfg)-(JObS don't come late)
Tavakkoli et al. [21] developed a new mathematical e X

: el f lti-criteri el No job splitting. (Entire task complete on
programming model for a multi-criteria paralle particular machine).

machine scheduling problem. The aim was 1Q No job interruptions. (Once taken complete up
minimize the total earliness/tardiness penaltiedl an  then process to next).

machine cost simultaneously. Demir [22] considered
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» Processing time is known also fixed and knowmo means random instead they are exploit the
corresponding to the operations for each job. historical information to direct the search in &gion

* Each machine can process at most one operatigp petter performance within the search space ,this
ata time. ) basic technique to design to simulate process of

* Agiven operations be able to performed by one qr,y, system necessary for evolution specially

more non-identical machines (called altematlv?ollow the principle of Charles Darwin “survival éh

machines). fittest”
) l(;lser;tril(;)r:mes are assigned for any job Or4.2Meth0dologyUsedInAppIication Of Genetic

. Algorithm
» Breakdowns are not considered. 9

_— 4.2 1lnitialization
3.1. Objectives

GA is a search technique that starts with an ingté
of (random) solution called population. Each
1. Use genetic algorithms to develop an alternate individual in the population is called chromosome
process plan. which may represent the solution of the probleme Th
2. To generate multiple ways to sequence the chromosome _evolves through sucgessive iteration
operations required to realize the finished called generation that may be more fitted or maty no
product. be. Initially chromosome as composed of two parts.
The first part is for the assignment of alternative
machines, and the second part is the relative
processing order between jobs (see chromosome). The
length of each chromosome is equal to the total
4. Min make span = Min [Max (G:.Coy2- - ., number of operations.

CnJr*)]
5. Minimize mean flow time

The main objective of this research is:

3. The alternate process plan schedule in such a
way that it takes the minimum time to
complete for the entire job or make span.

Assignment chromosome | Sequence chromosome
011....01“....Onl....onji 011....Ol“....onl....onji

. 1 .
Mean flow time= —X7_; X;_ ;; Cij .
. n o Fig. 1: Structure of chromosome.
6. Maximum average resource utilization: The

percentage utilization of an individual machine  4.2.2. Sdlection
is calculated based on the maximum flow time
.i.e for a schedule the individual and average
resource utilization is calculated as follows:

During each successive generation, a populaticheof
existing population is selected to reproduce a new
total busy time generation. Each individual is given a fitness ealu
T mmw(E) and those which have higher fithess value are wglec
7. Average utilization=— 1, Uk while those which have lower fitness value are

m discarded. Selection is an important step because t
following results depend on the generation being
selected the very first step.

Utilization = Uy =

4. METHODOLOGY

4.1. Genetic Algorithms 4.2.3. Crossover and Mutation

Genetic Algorithms (GAs) were developed by Profln general, the crossover operator is regardedas m
John Holland and his students at the University djenetic operator on two chromosomes at a time and
Michigan during the 1960s and 1970s. Essentialljgenerates offspring by combining features of both

they are a method of "breeding" computer progra romosomes. Crossover is perfqrm_eq with a
. o robability between two selected individuals by
and solutions to optimization or search problems b

. . i xchanging parts of it to form two new individuals
means of simulated evolution. The evolutlona%a”ed offspring.

algorithms use the three main principles of theirzt For the machine assignmeset, first
evolution: reproduction, natural selection and ity six genes, single point crossover are implemented.
of the species, maintained by the differences aheaNow for the order of the jgbi.e., order crossover is
generation with the previous. The GA represents grerformed, then a mutation takes place; mutation is
intelligent exploitation of random search use ttvso intended to prevent falling of a solution in the

optimization problem. Although randomize, GA arep0pr||ati0n in to a local optimum of the solved
problem.
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4.2.4. Fitness Function

Asdgninen: s et Asdgninen:
Fitness is a measure of how well an algorithm has EEEEIE EEEEEE E:EEE:
learnt to predict the outputs from the inputs. In 331625 " 624324 ¥
this case the number of jobs and their processing 624325 \ 4 EEEEEE
time are known, fixed and assumed that there are SEEEER EEEEEI -
no machines breakdown occurred. For each 624261 EIEEI:
chromosome the fitness function aims to find the - ERRREE Sequence 3

minimum Cmax, and is represented as follows: :EEEE: EE::E: E:EEIE

Min [Max (C1J1,C2J2 ..., CnJn)] 316425 431256

Where, J = index of operation (j=1,............ ,Ji) 2543665 A 4

| = job number i (i= 1,.............. , ) "  BEER ECEELE

K = machine k (k=1,2,............ m) 236451

ji= number of operation required to complete job bt deasie . R

l. Ex-EITEN|
Ojj= Operation number j of job i (Q Op,... O;) % mo ' FEEEEE

Cij= completion time of operation QOij.

CENEn R

BECEEE

Dor'tuakon
AZITIINETE

ProcessPlan
Whose
Lower
Bond<T

4.2.5. Termination

The genetic algorithm stops when the specified

= ‘EERE Make span
number of generations has evolved. n : | EEFEEE
EECEEE

4.3 Development of model for Scheduling
In this model, six genes are initially taken foe ttwo

jobs only for testing purpose. The length of these Fig. 2: Step wise model development for GA.
chromosomes is equal to the total number of

operation. This research also apply selectiog_ SCHEDUL ING PROBLEMS & RESULTS
mechanism breed a new generation. Individual

solutions are selected through a fitness basedepsoc ) ) o

The step is to generate new generation by the fise D1+ Scheduling problem 1 (partial flexibility)

crossover and mutation; actually the differentn this research the example of job shop scheduling
crossover and mutation are applied for the machir@oblem data (partial flexibility) is taken [29].
assignment and sequence chromosome. For each new ] ] o
population to be produced, that may be the solution Tablel: Problem data for job shop, (partial flekip)

problem. But if further more suited value is reedir Operations Alternative Machines
the cycle is again repeated for further new germrat 1 ]2 3| 4| 5 6
This generation process is repeated until the Ou 2 3| 4 - -
termination condition has been reached. Thesggp 1 Ow i 3| - 2] 4 i
termination criteria may be the number of cycle; Oz 11 a1l 51 -1 - n
objective achieved, or times limits etc. The floarth 02; 3 sl - 2 i
for the development of model is given in fig. 2.this Job 2 o 2 3 5

case, run the program using MATLAB 2012, and 22 . .
achieved makespan of the process plan and its other Oz - nl 2 R Y A
objective are to be obtained for these scheduleben Os; S 6] - - . .
machine. These objectives are related to the meadob 3 O3, - 4| -] 3] 5 -
flow time, utilization of machine, average utiliat Os3 - - | 13| - 9 12
of machine etc. The different value of these olpject Ou 9 71 9| - -
are to be achieved for the same makespan valuss, th job 4 Ouy i 6| -1 4l - 5
which one value of objective are required to gie t Ous 1 -1 3] - ; 3

most priority.
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Table 2: Final chromosomes representations

Number Operation sequence Machine selection

of cycle
100 Q101201301 052053031 0320330410203 |2 2 2 3 2 3 1 4 53 12
200 Q101201301 052053031 0320330410203 |2 2 2 5 2 6 1 4 53 12
800 Q101201301 022053031 032033041 0s20s3 |2 2 1 3 1 3 1 4 5 314
1000 Q101201302 022023031 037033041 042043 |2 4 2 5 53 1 4 538&
1500 Q1012013021 022023031 037033041 042043 |2 2 25 2 61 4 5 3 8

There are four jobs; each job has a three different .

operation, six different machines, and the altéveat

routing and processing time are given in tablethis ——

example, operation 1 of job 1 i.e;@an be performed

on machine 1, 2 or 3. The time taken by each machin

is 2, 3 or 4 units of time, and so on.

The program was written in MATLAB using the W
genetic algorithms and selected the best makespan reereveE -

value for the job by using the number of cycle. Fig. 4: Makespan vs. the 100 no of iterations.

Observer could see that the last job process on
machine, final makespan value for this problem7s 1
In these schedules of job on the different machire
different so that user get the different value afam
flow time, utilization of machine and average
utilization of machine. Thus out of these schedule
users select according to priority objective, sched

of job on machine.

Initially run the program on different number ofctsy

and selected out of the best suitable schedule. The Fig. 5: Gantt chart for 200 no of cycle.
final chromosomes are formed through this scheidule

given below in table 2.The columns 1 through 12

represent the operation number of four jobs, three 21
operations and the column 12 through 24 reprebent t °o
corresponding machine associated through it. The

shown here and also compared with number of

1751

makespan value plotted against the number of @gle — 1

iterations. Gantt chart and makespan for the above
scheduling problem is given (Fig. 2 to Fig. 11) for
different number of iterations. The result of the Co w0 A @ g w0 o e e wo
problem is summarized in table 3.

Fig. 6: Makespan vs. the 200 no ofitiens.

| 1 |
wtre SIS o 1 5
Nc. B ‘Q‘; O
nafg
T S — o
T om0 m
51134557591a~111m
6. 1 2 3 4 5 & 7 & 9 10 11 12 % -~
ProsRE T — |

Pracessing time of jobs  ——e

Fig. 3: Gantt chart for 100 no of cycle. Fig. 7: Gantt chart for 800 no of cycle.
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Table 3: Results of problem 1

Number of | Minimum Mean flow Utilization of machine Average

cycle makespan time M, | M, | Mas | My | Ms | Mg utilization
100 17 12.75 035 0.76 0.94 0.41 0/53 0.00 0.55
200 17 13.75 0.3%5 0.76 0.41 0.41 0J65 0.65 0.54
800 17 12.25 065 035 0.94 0.41 0J53 0.00 0.48
1000 17 13.50 0.29 0.76 0.65 0.9 1/00 Q.18 0.53
1500 17 14.25 0.30 0.76 0.41 0.5 0{65 Q.00 0.46

ol L L

15g 100 200 300 400 500 600 700 800 0 HDES?CLIE . 1000 1500

K
T —
Nl S —
e | o]
Q o |0}3
e =
[ T R

Fig. 9: Gantt chart for 1000 no of cycle.

210
20 ‘

o |

L]

200 500 600 700 G0 900 1000
I

Fig. 10: Makespan vs. the 1000 no of iterations.

T |
Z"f—ﬁ
[

T

Vi)

-
s

Processing time of iobs  —»

Fig 11: Gantt chart for 1500 no of cycle.

Fig. 12: Makespan vs. the 1500 no of iterations.

In the above result (Table 3.) for different numbér
cycle makespan value is minimum. The utilization of
machine for each cycle is different so user caacsel
minimum utilization of machine and corresponding to
minimum cost.

5.2. Scheduling problem 2 (total flexibility)

In problem (2) data for job shops scheduling (total
flexibility) are taken [30]. In this problem, intily
taken two jobs and five machines are taken in & th
consideration for testing purpose of job that sciteed
on machine. This problem is different from the
previous problem. In this case all machines ardyea
to perform the operation. In the table 4 operafiaf

job 1 i.e. @; can be performed on any of five machine
1,2,3,40r5,and soon.

Table 4: Problem data for job shop, (total flexti)l

Operations Alternative Machines
P (total flexibility)

Ou 11 81| 3| 7| 5

Job 1 012 3 5 2 6 4

Oi3 6l 71 11 4| 3

i O21 1|1 4| 5| 3| 8
job 2

Oz 21 8| 4| 9| 3
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Table 6: Result of problem 2

Number of Minimum Mean flow Utilization of machine Average
cycle makespan time M, | M, | Mz | M | Ms utilization
500 6 4.5 0.67 0.00 0.17 0.00 0.p7 0.30

For solving of this problem initial generatedmultiple optimal solutions was exploited to generat
chromosomes is equal to the number of total operati knowledge base of good solutions. Also genetic
done by the machine. Here initially two jobs ancefi algorithms successfully schedule the best optimal
machines are taken in to the consideration. Theljobsolution of the job on the machine. This paper
has three operations and job 2 has two operatBms, developed different permutation chromosomes for
length of chromosomes is equal to the five. Aftt05 machine assignment and a sequence chromosome for
generation thee best chromosomes has been obtainegkder of job has been presented for alternativeqe®
plan for job shop scenario. The Performance aislys
Table 5: Best possible chromosomes of this job shop scheduling approach is comparmfro
Number Operation Machine the Literature. This objective has been achieved by
competitive with other various methods. This hasnbe
efficient in the job shop scheduling problem adseels
500 0,0150150,0,,| 1 5 3 1 1 in [29].The schedule obtained have makespan value

. near to optimal. The other objectives also areinbth
The above chromosomes clearly shows the job ke mean flow time, utilization of machine, aveeag

having three operation can be performed on therl,50yji;ation of machine etc. based on these objectiv

3 mac_hlne and th_e job 2 can be performed all these g can give the priority of these objectives tha
operation on machine 1. which is required for us. The benefit of this mettie

that there exist at most three machines per operati
that may replace each other, as the cost of these
relative machines.

Further experiment in different kind of problem
related to job shop scheduling and various genetic

of cycle sequence selection

s S i ‘ search strategies is needed. The numerical example

.“f‘ showed are aim to minimize makespan time, with
Tﬂ‘ E other several objectives has to be obtained. Is thi
W/e L thesis some other several objective can be
wo. Cell _ implemented. Also, the use of artificial techniques

s different way also can be developed.

-
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